To understand the basics, I’ve referred to chapter 7 and 8 of the book “Linear and Nonlinear Programming” by David Luenberger and Yinyu Ye

# Mathematical Optimization

* Maximizing or minimizing a real function by systematically choosing input values within an allowed set and computing the value of the function.
* Problems involve maximizing or minimizing a function f(x) subject to x є Ω and Ω is a subset of En.

**Basics**- (which I had to brush up on)

The Del Function

![\nabla = \mathbf{\hat{x}} {\partial \over \partial x}  + \mathbf{\hat{y}} {\partial \over \partial y} + \mathbf{\hat{z}} {\partial \over \partial z}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMkAAAAuBAMAAABwqSAMAAAAMFBMVEX///9QUFCKiooEBAQMDAzm5uYWFhZAQEB0dHTMzMwwMDC2trYiIiKenp5iYmIAAABnGHevAAAAAXRSTlMAQObYZgAABAFJREFUWAmtlk9oU0kcx79J+9K8vCYtKyIKqw/EgxcVxdOi6bJ4kC0Yqd4WrCwbcF20F70VIv5B0V2zrEjxIIH1UITFIB48CCkq7EVpYJcePOymouJF261VqbbEeTPz8t77zZ/swTnkze/7me9vmpkk/QJdx92z1iVW7J0vWc0dmGpeq3QKdWLHX7qTqkWnXAS+1elSs+JsHb11izlCw8C6qFJmVtw7hVRNseiEzcBpnS41K05Xkd1mMSfQ5USlFFacnVfW64T9Ly9s0OlSs2Jn/flf/9cu3l5kH5p3seM7VVwaMpsjMuIj/T4q6cyKne3A1jFq0dU3gPSCDgjNinNDbBffbI4Iex8py8fEigfY+1gVtTLPPPY+egeN3I4bPvC10RsD3kfgr1hNpnbcqCNvOYdYr11wbD8wVtzTxIF6rJd5OlO91zRTWHH+iPdYeAuv+XhFO/WVhOLO+hQFdRd8QniufyG9/W0+VmQZPtxvvgqnumcXfGUHOSjvA+9SI71+a23UHZQjl9mxuzu9i/SbrjKhQFu6cEpkYVD2S60LruIgMTdqTMgR0VSGuxi4GfcvMQu5/MK+N7i1qHkzss2Z9h7so4fC2khc/PH3RfJ38IupcfFkORhTbN63jBkukZfwjy36uEpQUEq8gH/Zlzk52MVk6bXg+No9yVWiCneZG8W4hku8zSm2KGUXo17LyJsqMCA+5fw1ucuhFWcIMOFK5l3CPM/M7GJ+pjsj32a7kJErl78vl38K1L7lVIVQxPDcTgrBLqYmxOhekJu2npjbvqP0YYI8Ma/d7FXw9IRyLVjD7l8zZBvg1m4NDXcZ+Q8HFNy4qUjZKRwfDFSSTzu7NN5yD0moEk+P4qRi7qc/YkgVl5ziYoX9myTxtbNLZozvQhKqwPn28IPgJJJmr8YduheaT6NdqsFymlA7mPeiZt0GXBsm8VV+5P/2n3BME2ryG0HNxl0M+XTD6iPcYk+oBrN2M10+/e5RPVxrT6g6c+iMnjyfer+ceFmLtNiMJ9SJP5BrxcTOVITb0z8UOop+IvLpBB5lgx9udfCE2lqHAV9lEOb8+Kn7GhiXRnh8beEwOicUxzyhjlePoVGKy3IuzA7SLQ2MSyKflqB8ocQinlA3uW/xLG4K52G43RIKpqfMp/l5/QKRUFOj+FPHpTlb0cGYFuZT1kd3JBAJNdMCi7nKCM1PFUIEmU/rmUGnQhAvRULtaXriRy25RJoLPm4ngVLxfJpeutLSfxh7eELN+MH9qEOE25n1/0ypLKHwfOpOnp18npDDQiRUb/LFWKjEnyLcDuaWtacdW+nO+rFKncqEOtBUEdDNrPOYtcM4Z4afjRx19362XuZGW2a7HTw+AQXZMd67RKJqAAAAAElFTkSuQmCC) , where  are the unit vectors in their respective directions.

࣑shows how vectors and scalars vary with position

1. Gradient: how quickly the function varies  
   ![\nabla f = {\partial f \over \partial x} \mathbf{\hat{x}} + {\partial f \over \partial y} \mathbf{\hat{y}} + {\partial f \over \partial z} \mathbf{\hat{z}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANkAAAAuBAMAAABXB6HkAAAAMFBMVEX///9QUFAEBASKiorMzMwMDAwWFhbm5uZAQEB0dHQwMDC2trYiIiKenp5iYmIAAAB47Bo8AAAAAXRSTlMAQObYZgAABQNJREFUWAmlV12IW0UUPvnZvUlu/qiiUnS7KOiDtAlF8K0bRQX7oKsUiig2lRIflO66IKIUm6cKlpVYXWWt2LxUWkE2IAsuCrkgikrLBsFFfLDpg1IFa1m7bam7xnNm5uTemczNdenA3jnn+853Z+/MzckXgKHDnZ8eyi+9P5SOkhviO5KnCcm91TUImcY6uxsU/XTRSkOE3BClWzDSQuzwoarByPQ4wNMYOVe/sdJRckM04kGsidicY9/QZwC2Ip2efMUQyjRKbogSFUiPI3bKwDm9D+AYxpk6A/ocJderKUtfwstTgzgjJzAYEYfHiDZHyYPFztj8A7jaH9ePBlE/fun3d7cB5BdOtXwsEEXJA6UULlbgw0kAF1e0DXcPpL9Gom0jEYuQGyrnLoCJOr0FBqHSmTIkrmE8Z6ej5IYqg6tMlAFSTYNQ6UmAxN8Yv2mno+SGqlAH2ILYaNcgVIrPFRvH+CD+WUaU3JC08bmeQKzQMQiZuvhcI0WMN6w0RMhNUbsFuXEEH582GZG7/wD8gFHyqpWGCLkpinfg5RaCO01C5dvBocaVGLfzUXJDlTvgniXodgPndKXyJe1xzGNAny3y/EUx/qTCgVb+2E1C/528S8rc0OT5MjHZhuTfkJN/1eVEZ3ti0EGHtHK3dY+4QfLJe/0bBaIv4vK/ePjOVgDthywXtHtd4E28hrTywtG6KHmwu7MjAnDkpK7XPhdBckdiu0Lk6ipRckUv03+Up/uEtPLYBalOAn/vZNWN5DSmdrAC/L3jBXmWS7rdRC5D/JBWTrQ/9NV8nCOPg8E5i58aoJcktJULTX7fKiysyae0rTbX2wv71FZ6QqFf4lc+KU1ig6eDaxIlW/mRGg2PAG2k1mFFAbbVoFSGRxTvaUKZFMq5XgtDPDhxbGGtnKVTN+9VoXW1v6owq3iPJYE5DjP/UooHJ45tsJXLD4e8AsysVpRarVYI8Jfg8IaDOyWGJ6cA3YM0TFUJxoOjYwtt5YLDS65XoTBTqz1Xq71IoTZS67EGAR/XanfbTiK/Ok00HlyTZtXKj9RoeAToI7M8dCeTvUWu9zgIzu0NEM++vNQhOKyVs+Q2fE/kUDvJhJoXdjDgcRCYnVJR7nT7e4FaW7lvvdMeTBWl3F8taL3b/S8er7+KL89egVSV8Kz8Nox5lOiDrTc2+tJlp7TWELS/mrLeAh2ts9bjwJfDubUzJYG7dcFyK+dSmo9L6x2EMO6vxtZb8KMVLvM4sMuJ5VbOlWJW1lvDVJ8jjK03hj+Wf+5XNTmyy4lVrZwL5aystw76GVtvRLbdesDHOQqXcyvnSp7Jeg8Zwnojf+hMy1oVIdc0wnovXXj9Aw3tJ8J6P/opZLp9SAukcz/2fF5DwxJhvZONrHeiYi1ZJOfe3QqFspWWzj03+/ZXVtoEhfXOw2jRNRmRC+s9WzkI7WkrL527A4mulTbBk2S9nTD3CplJdO73Yw/61RTKXMgx3GWnTVRZ73MmrnJpvWNV+NZeoOTphp02ULbetxi+h8uk9cZfCfTTY3Cw/J1ByoZI6+3CfnjVRivrHe+4/Q6plSnnni/DZxoelgjrPfHQs9C1VkjrPVqm87MN6dxXxn7xbOwAJqz37vnXPrK/c9J6u6d/qw8oBSCdezGzbpebImW9TbifK+sd8osLouT9+2wi2A/vbaL6RktfSO650VtsQr/r/P87Frzlf5vbeCZufcabAAAAAElFTkSuQmCC)
2. Curl: It is represented as-![\mbox{curl}\;\vec v = \left( {\partial v_z \over \partial y} - {\partial v_y \over \partial z} \right) \mathbf{\hat{x}} + \left( {\partial v_x \over \partial z} - {\partial v_z \over \partial x} \right) \mathbf{\hat{y}} + \left( {\partial v_y \over \partial x} - {\partial v_x \over \partial y} \right) \mathbf{\hat{z}} = \nabla \times \vec v](data:image/png;base64,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)
3. Divergence: Amount of field entering or leaving a point in a region. It is the measure of compression or decompression of a field.

# Convex and Concave Functions

A function f within a set Ω is convex if for all x1, x2 є Ω and every α, 0≤ α ≤1

f(αx­1+(1- α)x2) ≤ αf(x1)+(1- α)f(x2)

**Properties**

1. Let f1 and f2 be convex functions on the convex set Ω. Then the function f1+f2 is convex.
2. If f is convex, af is also convex for all a≥0
3. If f is convex on Ω then  
   Γc={x: xєΩ, f(x)≤c} is convex for all real ‘c’
4. Let f є C1. F is convex over a convex set Ω if and only if,  
   f(y)≥f(x)+࣑f(x)(y-x)

# Few other topics:

1. Maximization and minimization of convex functions
2. Zero Order conditions
3. Global convergence of descent algorithms: In an iterative algorithm, from a particular starting point, if the sequences of points generated are converging to a solution, then the algo is said to be globally converging
4. Speed of convergence

# Line Search Algorithms

Line search techniques are optimization algorithms for one-dimensional minimization problems. They are often used for nonlinear optimization algorithms.

## http://upload.wikimedia.org/wikipedia/commons/thumb/8/8c/Bisection_method.svg/250px-Bisection_method.svg.pngBisection Search

The **bisection method** is a root-finding method which repeatedly bisects an interval and then selects a subinterval in which a root must lie for further processing. The method is also called the binary search method or the dichotomy method.

The method is used to solve *f*(*x*) = 0 within an interval [a,b] such that f(a)f(b)<0

1. m =

2. If f(m) = 0 Stop and return.

3. f(m)f(a) < 0; b = m

4. f(m)f(b) < 0; a = m Image copied from wikipedia

5. < є stop and return, where є is the accepted tolerance.

## http://upload.wikimedia.org/wikipedia/commons/thumb/5/52/GoldenSectionSearch.png/325px-GoldenSectionSearch.pngGolden Section Search

Two quantities a and b are said to be in the *golden ratio* *φ* if:

![ \frac{a+b}{a} = \frac{a}{b} = \varphi.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIAAAAApBAMAAAAPAzzeAAAAMFBMVEX///9AQEAMDAzm5uYiIiIEBASenp4wMDB0dHTMzMwWFhaKiopiYmJQUFC2trYAAAC7TixzAAAAAXRSTlMAQObYZgAAAfZJREFUSA3tVb8vA1Ec/1DUqTqJhcRgEmPTQWxlF8Rk7GL1B5DIDUbDsRraoZaLwSwRFwtDRQcSgx9dDUIiGk0qvF7fu3fv+15/3O6W9/n1/fa1afsB6GOtjlMpJrdPYw7Q+HuGKj3yAZ677DGvxcSCJc3pLIw9litBQixoXE9oE2/lG00TwhkKToD5grEfXAlPnKmi9S0wPa06bDcQ+YLRGVzQUMFFnWqCJ4vYbGG+IDmOW2GKcxtDawLT0/Zxx7Q+zzv2vBJDgw62aaiB9CLVBC/kcdLC/Aa5KhrC5KdVw4hPtJDm3ERtOGB8gY0UvW6ijlzeCUdU0J9Pf25FF4y42aoaAWbxMq+JPGRN+k9OgPkNrMkpbsnjYD/9IFk7xBe0s7vrye6R/4TyCQxn0LdeVSRC2JebPSVFjWgLwPJRUXHjEQepPJp/JL+m50NdZgcZVfPBfgC+qsViPl4R3KDtVOT9hpmIVgF7E9XQiQ922cufxx+TE9np570KEnNS6YRMdXf/tQIkNjqNRTxD3fVH7O7QUHeH3aciCUPdaeURievQUHc7NBVWHDWa3FR3NBdWHDUYN9UdjcmKow7jprqjMVlx1GHcVHc0xiuOyi1uqjualBVHHcYNdaelZMVpFmCoOy0lK06zAFPd0ZisOOowbqo7HvsDdDeQRQGA2vIAAAAASUVORK5CYII=)

On solving this equation, we arrive at

![\varphi = \frac{1 + \sqrt{5}}{2} = 1.61803\,39887\dots](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQ4AAAAsBAMAAABmjEsfAAAAMFBMVEX///8wMDBQUFCenp4WFhaKiorMzMxiYmIiIiK2trYMDAwEBARAQEDm5uZ0dHQAAAB23GKkAAAAAXRSTlMAQObYZgAABAFJREFUWAnNV02IFEcU/rp3drt7Z3p6WA1EhKSzKCb+QAfJJeTQkInGQ2AkuQRMskoOORim2YPepBEvQiATEQIezEASiRBkDiIGos7BqETFVnIIaphBFD3E9SfREBDXV6+6dSzbyU52e2YfzFdV73tV75v66eoGejFnmux2Lz2yiX0rm2F7HnVNzz1m2cFupg0wVMp9NFxKY7Ly7QnTRjYnnOm/J9KYjHznl4RpI38F7bqXRmTm0xIdScmZdkLPLGP6wKk6rHB+6NBqKGy7ki48I2/qfHwGaCj6GaVMHVbVYb9DYQs49F5qh4ycqo6vvwNGfE72c0YpU4eVOo6XywfL5VBE3KK9QUf2F+AH0eyXqfOBfIjfKPldYADzQYnD+J/r97GUqi5G/oo9fSk0P04TxqX9wBauvTCbsacfhf7ynVUyT5ikO3ehQtWh8ZcSR3/LMElXPZ7U1DK+m+1ly4i5TL9Nk/QnLl93gV2TZ6nNuHk8iBlBF1/7/I+IqBlbKYk0HyY1tYzv5t2R6cGi02S7oCfePqyHFeBXSBw5hD8lw7RO73X/70FkNdT8cfv8kpBr3+OSZ4+9Cxg16J5RQr6mN/CJB8ZcCU4kGUEXrq1+4/FfjAeabSHPeLHO47wIFAJKlHORC4ZCoYPRCTDqMsNgUFg028RKf6ljtJnoKP6D3+G0wWduMXsXoxogV2KGwQbeV4a5CZzer/h6akodztIp2p2g+cCXb59Aq4JCnfbGT2IoQjEfPjMSxF55yuw2zC0fkKtQFkbrOxPrDJY6qovwJvUUOrTpNqqko4Gh5R61BWoltBrMSICuLEtRzNCsXrNiHSHygdSxbc8DoUNrkIYv6CfQXocbdQhGAjYy8QRox7RB0Gn8uSQ+mdKtM5TqUkfLhemzDqONcwGti1kn8hvSxlicuhgagmEATpK70wxYE3MxHw7poAmgdRmlo+vTPjV9K4LjQyLguMwwAEc7RVBdB63Mh1TpXHIl5tlmZ7Ccj1wTZsg6PqXwek6c2xY9NOqQGKE1wQwDLPW61Go6ht1nM83cI3UYfrI/8vTK1DRCOLVRD9UmGOnwvApmGDD8r5LA/nFy73bF11tTPCcutvEtrlK/hUCxBC2y9+EGDA+nI4l6YL0nGaZh3Kdg+wABdeWKfuxwjZrPt12n3OeTtLDibr7URmElhb0yPRbh9fFVwGZxz204c5a6Mo6fiSAZpoePEGGLTUJdZaVOjS5Gl9WOLvScUSP17kMV6Ni1u4fMCUs3Y1fLu3D+I6Rr/5mSWqV7JB1IJ+we0i+WLst5YSuieSHDUp85A1KV8waUWEn7gtIeUNOooDag1E+l/Vh8Tg7erLVbJ+fDuc3TS1kl8+l4BH6QH8s44hNcAAAAAElFTkSuQmCC)

And

![\varphi = \frac{1 - \sqrt{5}}{2} = -0.6180\,339887\dots](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAR4AAAAsBAMAAABBIsr3AAAAMFBMVEX///8wMDBQUFCenp4WFhaKiorMzMxiYmIiIiK2trYMDAwEBARAQEDm5uZ0dHQAAAB23GKkAAAAAXRSTlMAQObYZgAABC9JREFUWAnNWF2IG1UU/ma6mZ8kN0lXRUW0aWsJpSvEiiDSh1St9TGiL75IKlIEW5JuxZ+XMogvFsEoQqGiBltLBdF91IdqkGKlre1Y+iBtpSNU1Iduqa27qKvxu/fW3ewwzprdZNID+82955x7zjf33J/JAr2I2ZHSy4jB+m4YbPieoz/c84g+DRDtqEDLCtjkPxplGbRurxeVwamh0xnGHH17ZySfN4A7dkYRHbjOiOTzKlAceOrIBJF8XJK8nvgYTeDI5FAYRc7PM5zKAi4QE5cwH7GJFG5QNPLVxNkAmo+1VYrP/Hv2A1ZFEcm01SNZ0Hy2LJfSkKkvNZEtA9kq0l6yVFS2cL2Q8XCalnwRQ5yfrokwp7CGXROoc5oSF6MSSilmhFS5AV4LWZLomisu3xXKc/JUVWrWrwxChiF164cXSCxOjCsPUSrxeY5/T43zpc79VGTTLY35GqwvabZKq3wFubXbv/dp712cvxcYk66lCtLlLd8pwz0IiCJ4gh6A/EDZg2xLw7O1XBunYHkK5AfnbwsEjja7E9H6We0O4DPZ+QBny2L0EcBuwizbBWSawDqkrmjYCPyFl4DVCrI/3nOveovZMH1rPABsZrBcS0W8hWdVg3xGihhpAPdJPgqmgfdxRPKRYNPN7xuFeYFYzxupSLeVlnxy0/gO+QB6rxoT1BsTFvlsxKWG8BQI4DHlPwcXgWMfznUX2xJcBkc5OL9mUm5N8sHrD36F81W5cihvNzWQz344VzfUNMhVNk9EAOf5x6nKPiSFdf9fclh5e3O+FvkcY7d+K+7nQ/IxOgHq5CNnZv2+a7Ac4k9ghdwdCsxQuXJyxnjsLlUkn9sYpO4h09B8du2dkXxUpeC0aSScbuZ2w/7lk7YGbAkl5ooKQOiWvPrZ95/Q7cq2+gjYLuu1m73zRTgVxccOcLLBejktquGyUAomLx7ELmSnNchVPU9suLUlzY+lPgJuBivwCiPnyYcFYr3S3PIVrmdJ7x3gqga6/IoW8JwGfE5Ft5hgxZ6gZonrB9f2+0gbjqf4PM2gLb3fxWXgDwUQEFPySyqtAO4VenWL0TSRKnZrFtl+EfidQ+3Kv+snw3uhbXvIN4F9sGY0HIXpgRO4TUNKjukW8dH4uy93KxbbPlPLeTgTMOsFhuBRlCvA8MUB/MzuTmQPaSjxQsEPwO0a7ClaxccEDlUN84tP+QIx8ubXxRjrrMmS9+nZANkxuq/sjPq4exVPom3qPk0dP+5DgTn2DbBslPepgtQhBhByEXGobrTYiRG3odZpjEd/TVYrPl4WeC+Id+mrlTdwrGSKyC/gEju+V6NRjR/BDZz34l2SttYbSWeMz7fOj7cnbHXDZ1bC+cPpRsphzXD7Nw03fTi7XUUzrBtm/8mh/Vcs8q3dzS+MX0/7PcPvxGok00Eo/wGdpC/OoClFJwAAAABJRU5ErkJggg==)

The golden section search is a technique for finding the minima/maxima of a unimodal function. The function values for three of points whose distances form a golden ratio.

To find the maximum of a function within [*x1,x3*], whose length is *b* + *a*.

We pick two points in the interval [*x1,x3*] and evaluate the function at these points.

The two points x2, x4 are chosen such that each point sub-divides the interval of uncertainty into two parts like  
x2=x3- φ(x3-x1) or x3- φ(a+b)  
x4=x1+ φ(x3-x1) or x1+ φ(a+b)

1. If f (x2 ) < f (x4 ) , then we know that in the range [x2,x4] that the function is increasing. Therefore, at worst, we know that the function value must be greater than *f* (*x*2). Since the function is unimodal, then we know that the maximum cannot be less than *x*2. Thus, we may conclude that the maximum is in the range of (*x*2, *x3*].
2. If *f* (*x*2 ) > *f* (*x*4 ) , then we know the lower bound on the function is *f*(*x4*). Since the function is unimodal, the function’s maximum must be greater than *x4*. Therefore the maximum must lie in the range [*x1,x4*).
3. If *f* (*x*2 ) = *f* (*x*4 ) , then we know the maximum must lie in the range (*x2,x4*) since the points *x2* and *x4* have to be on either side of the maximum.

Given this information, all we have to do is update our interval of uncertainty and to restart the process. For example, if *f* (*x2*) < *f* (*x4*) , and the interval of uncertainty is [*x1,x3*], the new interval becomes (*x2*, *x3*]. If *f* (*x2*) > *f* (*x4*) , and the interval of uncertainty is [*x1,x3*], the new interval becomes [*x1*, *x*2). If *f* (*x2*) = *f* (*x4*) , and the interval of uncertainty is [*x1,x3*] the new interval becomes [*x2*, *x4*).

On successive iterations, we tend to reduce the interval each time, and eventually find out the maximum.

## Fibonacci Search Method

The method determines the minimum value of a function f over a closed interval [c1, c2].

Its operations are similar to the Golden Section method.

Let c1 ≤ x1 < x2 … < xn−1 < xn ≤ c2

Where c1 and c2 are the extreme points and the minimum must lie within this interval

Let

d1= c2 −c1, the initial width of uncertainty

dk = width of uncertainty after k measurements.

Then, if a total of N measurements are to be made, we have

,where the integers Fk are members of the Fibonacci sequence generated by the recurrence relation: n>=2,

The resulting sequence is 1, 1, 2, 3, 5, 8, 13...

To reduce uncertainty to dN, separate values if k are used. Each value of k gives a new interval of uncertainty. Having determined the intervals, the golden section method is used to solve the problem.